When YouTube doesn’t Work — Analysis of
QoE-relevant Degradation in Google CDN Traffic

P. Casas, A. D’Alconzo, P. Fiadino, A. Bér
FTW - Telecommunications Research Center Vienna
{surname } @ftw.at

Abstract—YouTube is the most popular service in today’s
Internet. Google relies on its massive Content Delivery Network
(CDN) to push YouTube videos as close as possible to the end-
users, both to improve their watching experience as well as
to reduce the load on the core of the network, using dynamic
server selection strategies. However, we show that such a dy-
namic approach can actually have negative effects on the end-
user Quality of Experience (QoE). Through the comprehensive
analysis of one month of YouTube flow traces collected at the
network of a large European ISP, we report a real case study
in which YouTube QoE-relevant degradation affecting a large
number of users occurs as a result of Google’s server selection
strategies. We present an iterative and structured process to
detect, characterize, and diagnose QoE-relevant anomalies in
CDN distributed services such as YouTube. The overall process
uses statistical analysis methodologies to unveil the root causes
behind automatically detected problems linked to the dynamics
of CDNs’ server selection strategies.

Keywords—YouTube; Content Delivery Networks; Traffic Mon-
itoring; Quality of Experience; Statistical Data Analysis.

I. INTRODUCTION

YouTube is the most popular video streaming service in
today’s Internet, being responsible for more than 30% of the
overall Internet traffic [14], [18]. Every minute, 100 hours of
video content are uploaded, and more than one billion users
visit YouTube each month!. This enormous popularity poses
complex challenges to network operators, who need to design
their systems properly to cope with the high volume of traffic
and the large number of users. The provisioning of YouTube
through the massive Google Content Delivery Network (CDN)
[17] makes the overall picture even more complicated for
Internet Service Providers (ISPs), as video requests from users
are served from different servers at different times.

The intrinsic distributed nature of CDNs allows to better
cope with the ever-increasing users’ content demand. Popular
applications such as YouTube are pushed as close as possible
to end-users to reduce latency and improve their Quality of
Experience (QoE). Load balancing policies are commonly
used to limit server load, handle internal outages, help during
service migration, etc. These control policies are typically
very dynamic, causing large fluctuations in the traffic carried
through different ISP network paths. As a result, the traffic
engineering policies deployed by ISPs might be overruled by
the CDN caching selection policies, potentially resulting in sub
optimal end-users’ QoE.
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In this paper we consider the problem of detecting and
diagnosing QoE-relevant performance degradation events in
YouTube’s traffic, using ISP-based measurements. Through
the analysis of one month of YouTube flow traces collected
at the network of a large European ISP, we identify and
drill down a Google’s CDN server selection policy negatively
impacting the watching experience of YouTube users during
several days at peak-load times’. We present an iterative
and structured process to detect, characterize, and diagnose
QoE-relevant anomalies in CDN distributed services, through
the particular example of YouTube. The overall process uses
statistical analysis methodologies to unveil the root causes
behind automatically detected problems linked to the dynamics
of CDNs’ server selection strategies.

The main contributions of the paper are threefold: (i) firstly,
we provide a large-scale characterization of the YouTube
service in terms of traffic characteristics and provisioning be-
havior of the Google CDN servers. (ii) Secondly, we introduce
simple yet effective QoE-based Key Performance Indicators
(KPIs) to monitor YouTube videos from the end-user per-
spective, relying exclusively on ISP-based measurements. (iii)
Finally and most important, our analysis provides evidence of
the occurrence of QoE-relevant anomalies in YouTube induced
by CDN server selection policies, which are normally hidden
from the common knowledge of the end-user. This is a main
issue for ISPs, who see their reputation degrade when such
events occur, even when Google is the culprit.

Note that this paper focuses exclusively on the diagnosis
of the aforementioned performance degradation event, and not
on its mitigation. The counteractions the ISP and/or the CDN
might take upon detection of such events are out of the scope
of our study.

The remainder of this paper is organized as follows: Section
II provides an overview on the papers characterizing YouTube,
and those focusing on the analysis performance degradation
issues. In Section III we describe the dataset used in the
study, and present the data analysis approach we use, consist-
ing of time-series analysis, entropy-based analysis, statistical
distribution-based analysis, and clustering. Section IV intro-
duces the QoE-based KPIs for YouTube monitoring, and Sec-
tion V presents a characterization of the end-to-end YouTube
service as observed from the collected traces. The analysis
and complete diagnosis of the performance degradation in
YouTube is performed in Section VI, additionally discussing an

2Conversations with the ISP confirmed that customers negatively perceived
such degradations.



elaborated and structured approach for the diagnosis of QoE-
relevant issues. Last but not least, Section VII updates the QoE
perspective of YouTube used in our study, opening the door for
future work in the field of QoE-based monitoring in YouTube
from network measurements. Finally, Section VIII concludes
this paper.

This work is an extended and more complete version of a
recently published paper [3]. In particular, this work introduces
the notions of anomaly diagnosis rules and diagnosis graphs,
studies the geo-localization of the faulty servers, applies new
detection techniques to identify abrupt changes in YouTube-
relevant features, and introduces novel results in the QoE-based
analysis of the YouTube service, specially when considering
YouTube Dynamic Adaptive Streaming (DASH) scenarios.
These new contributions are highly relevant, not only in terms
of monitoring and detecting QoE-relevant issues in current
YouTube video distribution, but also regarding the systematic
identification of the potential root causes behind them.

II. RELATED WORK

The study of the Internet traffic and applications delivered
by CDNs has gained important momentum in the last few
years [14], [18]. In particular, several studies characterize CDN
architectures and focus on the optimization of their perfor-
mance, server location, throughput and latency [1], [17], [23],
[24], [26]. For example, [17] combines active measurements
with routing and traffic data to identify causes of persistent
performance problems for some CDN clients, whereas [26]
focuses on the optimization of CDNs for throughput-oriented
applications such as video streaming. In [24], authors present
a tool that predicts the effects of possible configuration and
deployment changes in CDNs. A very recent work [1] studies
the popular Netflix service from a content distribution point
of view, and shows that Netflix actually employs a blend of
data centers and CDNs for content distribution in the US.
The complexity of current CDNs makes of their study a
highly challenging subject. As an example, Microsoft research
presented a comparative analysis of two very popular CDNs
[15], Akamai and Limelight, but the paper had to be withdrawn
because of the narrow scope of the considered metrics for the
study, which resulted in wrong conclusions.

When it comes to YouTube, its overwhelming popularity
and traffic volume have motivated a large research effort on
understanding how the service works and performs [13], [25],
[28], covering aspects such as content delivery mechanisms,
video popularity, caching strategies, and CDN server selection
policies among others.

Some very recent papers tackle the problem of CDN
monitoring and detection of performance degradation events
in the provisioned services [11], [16], [27]. In our recent
work [11] we have started to study the problem of detecting
network traffic anomalies in Internet-scale services provided
by major CDNs such as Akamai and Google CDN. In [27],
authors present a framework to diagnose large latency changes
in CDNs’ delivered traffic, and find out that nearly 1% of
the daily latency changes observed between users and Google
CDN servers increase delay by more than 100 ms. From those
latency changes, more than 40% correspond to interdomain
routing changes, and more than one-third involve a shift in

traffic to different CDN servers. Finally, authors in [16] present
a taxonomy of video quality problems using a large-scale
dataset of client-side measurements. Among their findings is
the observation that about 50% of the observed performance
degradation events persist for at least 2 hours, and that between
30-60% are related to the content provider, the CDN, or the
client ISP. The main criticism to this paper is that it does not
actually drill down into the potential root causes of the detected
issues, and merely reports the most significant features related
to the identified quality impaired sessions. The specific case
study we evaluate in this paper would flag a combined CDN,
Autonomous System (AS), and ISP related problem if we
would follow the approach in [16], which would lead to
incomplete and partially wrong conclusions.

III. DATASET AND ANALYSIS APPROACH

The dataset used for the analysis corresponds to one month
of YouTube flows, collected at a link of a European fixed-
line ISP aggregating 20,000 residential customers who access
the Internet through ADSL connections. The complete data
spans more than 10M YouTube video flows, served from
more than 3,600 Google servers. To identify and diagnose
performance issues, we rely on the analysis of the empirical
probability or relative frequency of several features describing
the YouTube traffic delivery and its performance, such as
download throughput, traffic volume served per each observed
Google server, etc. To process the information provided by the
empirical probabilities, we employ entropy as a summarization
tool of the empirical PDFs, as well as their inter-distance
through an extension of the well know Kullback-Leibler (KL)
divergence [8]. In all cases, the study is based on the analysis
of the resulting time-series, when considering the temporal
evolution of the different features. Finally, we additionally
employ unsupervised analysis techniques based on clustering
to provide first steps in the unsupervised characterization of
the detected problems.

A. YouTube Dataset

Flows were collected from April the 15th till May the 15th
2013. Flows are captured using the Tstat passive monitoring
system [12]. Tstat is an open-source packet analyzer capable
of monitoring links up to several Gb/s speed using commodity
hardware. Using Tstat filtering and classification modules, we
only keep those flows carrying YouTube videos. The complete
dataset is imported and analyzed through the DBStream large-
scale data analysis system [2]. Finally, using the server IP
addresses (from now on, we shall use the term IP to refer to
an IP address) of the flows, the complete dataset is comple-
mented with the name of the Autonomous Systems (ASes)
hosting the content, extracted from the MaxMind GeoCity
ASes databases?.

B. Entropy-based Analysis

The sample entropy has been proposed for traffic analysis
in multiple contexts [19], [22]. Due to the similarity of the
traffic analysis contexts (i.e., anomaly detection in network
traffic), we particularly follow the techniques presented in
[19], additionally using the normalization approach presented

3MaxMind GeolP Databases, http://www.maxmind.com.



in [22]. In a nutshell, given an empirical distribution of a
certain variable, its sample entropy captures in a single value
a measure of dispersion or concentration of the feature. More
precisely, the entropy of a random variable X is defined as
follows:

n
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where 21, ..., 2, is the range of values for X, and p(x;)
is the probability that X takes the value z;. The values of
p(z;) are computed from the empirical probabilities, as the
ratio between the number of observations taking value x; and
the total number of observations S. Assuming discretization of
the observed values (i.e., a simple histogram), p(x;) = n;/S,
where n; corresponds to the number of samples inside the i-th
discretization bin. Similar to [22], we normalize the sample
entropy to the maximum entropy logz(N), where N is the
total number of bins.

C. Temporal-similarity Analysis

Another approach to summarize changes in the distribution
of a certain variable is by computing the KL divergence. Given
two probability distributions p and ¢ defined over a common
discrete probability space €2, the KL divergence is defined as
[8]:

DGla) = b |iog (2| - 3 el (24) o

where the expectation is taken on p(w), and following
continuity arguments, Olog% = 0 and plog § = co. The KL
divergence provides a non-negative measure of the statistical
divergence between p and ¢. It is zero <> p = ¢, and for
each w € it weights the discrepancies between p and ¢
by p(w). The KL divergence can not be actually considered
as a distance metric, since it is not symmetric and does not
satisfy the triangular inequality. Therefore, we adopted a more
elaborated divergence metric, symmetric by construction:

L(p,q) =
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where D(-||-) is defined according to eq. (2), and H, and
H, are the entropy of p and ¢ respectively.

To visualize and quantify the degree of (dis)similarity of
a large number of distributions over days and even weeks,
we use an ad-hoc graphical tool proposed in [9], referred to
as Temporal Similarity Plot (TSP). The TSP allows pointing
out the presence of temporal patterns and (ir)regularities in
distribution time series, by simple graphical inspection. The
TSP is a symmetrical checker-board heat-map like plot, where
each point {i, 7} represents the degree of similarity between
the distributions at time bins ¢; and t;. In the following
analysis, we use the TSP to better depict changes in the server
selection policies used by Google to serve YouTube videos.
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(a) YouTube overall QoE vs. downlink rate. (b) YouTube acceptability vs. downlink rate.

Figure 1.  YouTube overall QoE and acceptability in terms of average
downlink rate. The curves correspond to a best-case scenario, in which only
360p videos were considered. In a more general case with higher resolution
videos (e.g., 1080p HD), the downlink rate has an even stronger effect on the
user experience. The figures are taken from the study performed at [6].

D. Distribution-based Analysis

The modified divergence metric can also be applied to de-
tect abrupt changes in the empirical PDFs of relevant features.
Therefore, using the results presented in [11], we shall use this
divergence metric to detect anomalies in different features. In
a nutshell, the proposed anomaly detection algorithm works
by comparing the current probability distribution of a feature
f to a set of reference distributions describing its “normal”
behavior. Traditional approaches for network anomaly detec-
tion consider individual and independent time series analysis,
processing different traffic descriptors or features with classical
forecasting and outliers analysis methods. Using a probability
distributon-based approach is intrinsically more powerful, as
it considers the entire distribution of different traffic features,
rather than only specific moments of the random variable
distributions (e.g., mean-based, percentile-based, or variance-
based change detection). The specific types of features we use
in this work capture both the intrinsic and dynamic CDNs
mechanisms (e.g., number of flows and bytes served by each
CDN server IP), and end-users experienced performance (e.g.,
flow download throughput). A full description of this algorithm
is presented in [9].

E. Unsupervised Analysis through Clustering

The final analysis technique we employ in the analysis is
clustering. The objective of clustering is to partition a set
of unlabeled patterns into homogeneous groups of similar
characteristics, based on some measure of similarity. Our goal
is to verify how feasible it is to identify the occurrence of the
analyzed performance degradation event in an unsupervised
manner. In particular, we aggregate traffic per server IP on a
temporal basis, and define a set of traffic descriptors charac-
terizing the behavior of each server. By using the well known
DBSCAN clustering approach [10], we show that it is possible
to identify the presence of the QoE-based degradation event
in the set of server IPs providing the videos.

There are tens of well-known clustering algorithms in the
literature, but our selection of DBSCAN has a clear motivation:
DBSCAN is a powerful density-based clustering algorithm
that discovers clusters of arbitrary shapes and sizes, and it
perfectly fits our unsupervised traffic analysis, because it is
not necessary to specify a-priori difficult to set parameters
such as the number of clusters to identify. We use a simple
auto-calibration approach to define the required inputs used by
DBSCAN, similar to [5].
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[ = ADT/VBR as a metric reflecting user experience and engagement. The marked region 0.75 < 8 < 1.25 represents the critical QoE-relevant

point of operation, where QoE starts to heavily degrade. Users have a much better experience and watch videos for longer time when 8 > 1.25, corresponding

to ADT = 750 kbps in 360p videos.

IV. QUALITY OF EXPERIENCE-BASED YOUTUBE
MONITORING

Even if the download throughput has a direct impact on
the performance of YouTube provisioning [20], our previous
studies [6], [7] have shown that the main impairment affecting
the QoE of the end-users watching HTTP video-streaming
videos are playback stallings, i.e., the events when the player
stops the playback. One or two stalling events are enough to
heavily impact the experience of the end user. Given that the
analyzed measurements report the average per flow download
throughput as one of the monitoring KPIs, we rely on our
previous results to better understand how download throughput
relates to QoE and stallings in YouTube.

Figure 1 reports the overall QoE and the acceptance rate
as declared by users watching YouTube videos during a field
trial test conducted and reported in [6], both as a function of
the average download rate. During this one-month long field
trial test, about 40 users regularly reported their experience on
surfing their preferred YouTube videos under changing net-
work conditions, artificially modified through traffic shaping
at the core of the network. Figure 1(a) shows the overall QoE
as a function of the average download rate, using a 5-points
MOS scale, where 1 corresponds to very bad QoE and 5 to
optimal. The figure clearly shows that the overall QoE drops
from a MOS score close to 4 at 800 kbps to a MOS score
below 3 at 470 kbps. A MOS score of 4 corresponds to good
QoE, whereas a MOS score below 3 already represents poor
quality. The same happens with the service acceptance rate,
as reported in Figure 1(b). In the analysis, we shall consider
the thresholds 7}, = 400 kbps and 7}, = 800 kbps as the
throughput values splitting by bad, fair, and good QoE. Both
curves correspond to a best-case scenario, in which only 360p
videos were watched by the users. As we see next, both 360p
videos and videos with higher resolutions are present in the
dataset, thus QoE degradations are potentially worse than those
reported.

In addition, we introduce a simple yet effective QoE-based
KPI to monitor the QoE of YouTube videos from network
measurements. In [7] we have already devised a Deep Packet
Inspection based approach to estimate stallings in YouTube
from passive measurements at the core network. However,
the used techniques can not be applied when YouTube flows
are carried over HTTPS as it is currently happening, simply

Table 1. NUMBER OF IPS HOSTING YOUTUBE, AND SHARES OF FLOWS

AND BYTES PER AS. AS 15169 HOSTS THE preferred YOUTUBE CACHES.

| AS | #1Ps | #/24 | #/16 | % bytes | % flows
All server IPs 3646 97 22 100 100
15169 (Google) 2272 60 2 80.8 773
43515 (YouTube) 1222 12 1 19.1 225
36040 (YouTube) 43 2 2 < 0.1 <02

because it is no longer possible to access the encrypted content
of the traffic. Therefore, using the same measurements of the
field trial, we introduce a new approach. Intuitively, when
the average download throughput (ADT) is lower than the
corresponding video bit rate (VBR), the player buffer becomes
gradually empty, ultimately leading to the stalling of the
playback. We define 8 = ADT/VBR as a metric reflecting QoE.
Figure 2 reports (a) the measured number of stallings events
and (b) the QoE user feedbacks as a function of /3. In particular,
no stallings are observed for 8 > 1.25, and user experience
is rather optimal (MOS > 4). As a direct application of these
results, if we consider standard 360p YouTube videos, which
have an average VBR = 600 kbps [13], an ADT = 750 kbps
would result in a rather high user QoE, which is the value
recommended by video providers in case of 360p videos.
Figure 2(c) additionally shows how the fraction A = VPT/VD
(video played time and duration) of the video time actually
viewed by the end users actually increases when /3 increases,
specially above the 3 = 1.25 threshold.

V. YOUTUBE TRAFFIC CHARACTERIZATION

YouTube replicates content across geo-distributed data-
centers worldwide to improve the overall performance of the
video content provisioning. Google’s CDN uses a complex
content location and server selection strategy for optimizing
client-server latency, increase QoE in general, and perform
load balancing. User requests are normally redirected to the
closest servers, based on Round Trip Time (RTT) measure-
ments. For doing so, YouTube keeps a periodically updated
latency map between its servers and BGP prefixes aggregating
geo co-located users [27]. As depicted in Figure 3(a), Google
uses the DNS service for redirecting requests to the preferred
servers, additionally using dynamic cache selection strategies
to balance the load among YouTube servers. YouTube Front
End (FE) servers are those handling the original user request
for a specific video, which can then redirect the user to
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Figure 3.  YouTube workflow for video retrieval and content location.
Google’s CDN uses a complex content location and server selection strategy
for optimizing client-server latency, increase QoE in general, and perform load
balancing. DNS is used for request re-directioning.

additional YouTube servers mirroring the content. In some
cases, YouTube servers located at multiple ASes of distance
are selected (see Figure 3(b)), resulting in higher delays and
potentially impacting the performance of the video delivery in
terms of download throughput.

Before reporting the results of the YouTube performance
degradation analysis, and in order to improve the understand-
ing of the diagnosis process, we provide next an extensive
characterization of the behavior of YouTube as observed in
the first 4 days of the dataset. During these days we do not
observe an important performance degradation, so therefore
take the analysis as a reference of normal operation. The
analysis considers the complete end-to-end service, describing
(i) the hosting infrastructure, (ii) the traffic characteristics, and
(iii) the performance of video delivery in terms of download
flow throughput.

YouTube Hosting Infrastructure: Table I reports the
number of unique server IPs serving YouTube, as well as the
ASes holding the major shares of servers. To understand how
these IPs are grouped, the table additionally shows the number
of IPs per different network prefix. Two Google ASes hold the
majority of the IPs (i.e., AS 15169 and AS 43515), grouped
in a small number of /16 subnets. About 80% of the YouTube
volume and number of flows are served by the AS 15169,
whereas servers in AS 43515 are used for complementing the
videos delivery to the customers of the monitored network.

To appreciate which of the aforementioned IP blocks host
the majority of the YouTube flows, Figure 4(a) depicts the
distribution of the IP ranges and the flows per server IP.
The majority of the YouTube flows are served by three well
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Figure 5. IPs and flows per hour. As much as 700 different IPs actively serve
YouTube flows during peak-load hours.

separated /16 blocks. Figure 4(b) additionally depicts the
number of flows served per server IP. Separated steps on
the distributions evidences the presence of preferred IPs or
caches serving a big number of flows, which are most probably
selected by their low latency towards the end customers.

Figure 5 shows the dynamics of the traffic provisioning
from the aforementioned IPs and ASes. Figure 5(a) depicts the
number of active IPs and Figure 5(b) the flow counts per hour
(normalized) for multiple consecutive days. As much as 700
different IPs actively serve YouTube flows during peak-load
hours. Active IPs from either AS 43515 or AS 15169 show an
abrupt increase at specific times of the day; for example, about
200 IPs from AS 43515 become active daily at about 10:00.
In terms of flow counts, Figure 5(b) evidences a very spiky
behavior in the flows served from AS 43515, and some of
the load balancing policies followed by Google, e.g., a drastic
switch from AS 15169 to AS 43515 of the flows served at
about 18:00.

How Far are YouTube Videos? As we said, Google
redirects user requests to the closest server hosting the content
in terms of latency [17]. Similar to [4], we investigate now
the latency and the location of the previously identified servers,
considering the distance to the vantage point in terms of Round
Trip Time (RTT). The RTT to any specific IP consists of
both the propagation delay and the processing delay, both
at destination as well as at every intermediate node. Given
a large number of RTT samples to a specific IP, the minimum
RTT values are an approximated measure of the propagation
delay, which is directly related to the location of the underlying
server. It follows immediately that IPs exposing similar min
RTT are likely to be located at a similar distance from the
vantage point, whereas IPs with very different min RTTs are
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located in different locations. RTT measurements are passively
performed on top of the YouTube flows.

Figure 6 shows the distribution of the min RTT values
for the flows observed in the analyzed 4 days. Steps in the
CDF suggest the presence of different data-centers or clusters
of co-located servers. Figure 6(a) shows that about 65% of
the flows come from servers most probably located in the
same country of the ISP, as min RTT < 5 ms. This is
coherent with the fact that Google selects the servers with
lower latency to the clients. A further differentiation by AS
reveals that the most used servers in AS 15169 are located
much closer than the most used servers in AS 43515. Figure
6(b) depicts the dynamic behavior of the servers’ selection
and load balancing strategies used by Google to choose the
servers. In particular, the figure reports the variation of the
distribution of min RTT measured on the YouTube flows for
a complete day, considering contiguous time bins of 3 hours
length. Correlating these results with those in Figure 5 permits
to better understand the daily variations. Whereas the majority
of the flows are served from very close servers until mid-day,
mainly corresponding to AS 15169, servers in farther locations
are additionally selected from 14:00 on, corresponding to the
increase in the number of flows served from AS 43515.

YouTube Traffic and Performance: We study now the
characteristics of the YouTube flows, as well as the perfor-
mance achieved in terms of download throughput. Flows and
video sizes, durations, and formats actually determine to a
large extent the impact of the download throughput on the
user experience, thus the interest of this analysis. Figure 7
depicts the distribution of flow size for the different hosting
ASes. Figure 7(a) shows that about 20% of the flows are
smaller than 1 MB. The CDF reveals a set of marked steps
at specific flow sizes, for example at 1.8 MB and 2.5 MB.
YouTube currently delivers 240p and 360p videos in chunks of
exactly these sizes, explaining such steps. A similar behavior
is observed for chunks of bigger sizes. About 75% of the
flows are smaller than 4 MB, 90% of the flows are smaller
than 10 MB, and a very small fraction of flows are elephant
flows, with sizes higher than 100 MB. Figure 7(b) depicts the
distribution of the flows duration, in minutes. The flow duration
is below 3 minutes for about 95% of the total flows. The abrupt
step in the CDF at about 30 seconds is most probably linked
to the aforementioned video chunk sizes, but we were not
able to verify this observation. About 85% of the flows are
shorter than 90 seconds. Figure 7(c) shows the distribution of
the video bitrate values. Almost 97% of the observed videos
have a video bitrate smaller than 1Mbps, and the steps in the

CDF at around 300kbps, 550kbps, and 800kbps correspond
to the most preferred YouTube video formats present in our
traces. To complement this picture, Figure 7(d) shows the
distribution of the video format, in terms of the YouTube itag
values. The itag is an undocumented code used internally by
YouTube to identify video formats (i.e., type and resolution).
The largest majority of videos have itag codes 18, 22, and 34,
corresponding to MP4 360p, MP4 720p, and FLV 360p video
formats respectively.

To conclude the characterization, Figure 8 reports the
distribution of the average download throughput. The figure
consider only flows bigger than 1 MB, to provide more reliable
and stable results (i.e., avoid spurious variations due to the
TCP protocol start-up). More than 30% of the flows achieve
a download throughput higher than 1 Mbps, whereas more
than 15% of the flows achieve a throughput above 2 Mbps.
Comparing Figures 8 and 7(c) it is rather difficult to understand
whether the users are experiencing a proper QoE. Our manual
inspection of the traces suggest that no major impairments
were observed during this 4 day period. In the next section,
we shall additionally show the analysis of the QoE-based KPI
£ to further understand how good is the QoE of the YouTube
users in this network.

VI. YOUTUBE ANOMALY ANALYSIS

In this section we focus on the detection and diagnosis of
the Google’s CDN server selection policy negatively impacting
the watching experience of YouTube users during several days
at peak-load times. Conversations with the ISP confirmed that
the effect was indeed negatively perceived by the customers,
which triggered a complete Root Cause Analysis (RCA) pro-
cedure to identify the origins of the problem. As the issue
was caused by an unexpected cache selection done by Google
(at least according to our diagnosis analysis), ISP’s internal
RCA did not identify any problems inside its boundaries. As
reported by the ISP operations team, the anomaly occurs on
Wednesday the 8th of May. We therefore focus the analysis
on the week spanning the anomaly, from Monday the 6th till
Sunday the 12th. In the following analysis, we generally use
50% percentile values instead of averages, to filter out outlying
values.

A. Detecting the QoE-relevant Anomaly

Figure 9 plots the time series of three different performance
indicators related to the YouTube download performance and
to the end-user QoE. Figure 9(a) depicts the median across all
YouTube flows of the download flow throughput during the
complete week. There is a normal reduction of the throughput
on Monday and Tuesday at peak-load time, between 20:00 and
23:00 UTC. However, from Wednesday on, this drop is much
larger, and drops way below the bad QoE threshold 7}, = 400
kbps, flagging a potential QoE impact to the users. Figure 9(b)
plots the entropy of the QoE classes built from thresholds
Ty, = 400 kbps and T}, = 800 kbps, consisting of bad
QoE for flows with average download throughput below 7},
fair QoE for flows with average download throughput between
T}, and T}, , and good QoE for flows with average download
throughput above T},,. Recall that these thresholds correspond
to the QoE mappings presented in Figure 1, which only cover
360p videos. Still, as depicted in Figure 7(d), the largest
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the flows achieve a download throughput higher than 1 Mbps. The observed
video bitrates suggest that the throughput is partially governed by the specific
video bitrate and not exclusively by the network.

majority of the videos observed in the dataset corresponds O e Tuor  Wedos  Thuos  Fiio  sait  Suwiz
to 360p videos and higher bitrate videos, thus 7}, and T},
are somehow conservative thresholds, and QoE impairments
might be even higher under the proposed QoE classes. The
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time series of the QoE classes entropy actually reveals that a
major share of the YouTube videos are falling into the bad = 1ol [VV\M
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The anomaly can also be statistically detected as a large Figure 9. Detecting the QoE-relevant anomaly. There is a clear drop in the
deviation on the distribution of relevant features, for example, download flow throughput from Wednesday till Friday at peak-load hours,
in the distribution of the average download flow throughput. between ZO:QO and 23:00 UTC. TheA co;r‘lbined drop in the entropy of the QoE
Figure 10 reports the output of the distribution-based anomaly ~ classes and in the KPI 3 reveal a significant QOE degradation.
detection algorithm described in Section III-D. The algorithm  hours, both before and during the anomaly. There is a clear
computes the distance between the hourly-calculated empirical reduction on the video flows download throughput during the
probabilities of the average download flow throughput, and  anomaly, which results in the aforementioned QoE-relevant
flags an anomaly when this distance is higher than a certain impairments.
confidence interval threshold. Figure 10(a) depicts the time
series of the obtained KL-based divergences when comparing

e R . B. Anomaly Diagnosis Howto
current distribution to a reference set of distributions consid- Y J

ered as normal. The dotted lines represent the evolution of the The root causes of the detected anomalies can be multiple:
confidence interval of the algorithm, and the red markers flag the Google CDN server selection strategies might be choosing
the detected anomalous time slots. The algorithm systemati- wrong servers, the YouTube servers might be overloaded, path

cally raises alarms only during the peak hours (21:00-23:00)  changes with much higher RTT from servers to the customers
from the 8th onward, matching exactly the times of the QoE  might have occurred, paths might be congested, there might
degradations flagged in Figure 9(c). Note how the algorithm  be problems at the access network or even at the end devices.
does not flag anomalies on Saturday the 11th on peak hours, = Diagnosing problems at the access network is somehow easier
being consistent to Figure 9. Finally, Figure 10(b) depicts the for the ISP, as this network belongs to itself (even if in the
distribution of the average video flows download rate at peak general case it can still be a very challenging task for ISPs).
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Figure 10. Detection of anomalies in YouTube traffic. Alarms and acceptance
region for the distribution of video flows average download rate.

However, diagnosing the problem outside its boundaries is a
much more complex task.

The general approach for diagnosing network and traffic
anomalies is to follow an iterative analysis of the possible root
causes originating the problems. Such an iterative analysis is
done in the practice by applying a set of diagnosis rules to
verify the occurrence (or not) of specific signatures explaining
the detected symptoms. These rules are initially defined by
an expert operator, based on his domain knowledge and
operational experience. Given a specific issue to diagnose — in
this specific use case, an important QoE-degradation impacting
a large number of users watching YouTube — each of the
rules checks for a predefined signature characterizing the root
causes.

To define the set of knowledge based rules to diagnose a
problem, the first step is to identify which are the possible
root causes of such problems, and where could the origins be
located. The large number of possible root causes coupled with
the generally much lower number of vantage points providing
information about the symptoms makes the enumeration of the
root causes and their location a complex task. The approach
we take in this paper is a coarse one, in which we drill down
the detected anomaly to find out the main part of the end-
to-end service delivery responsible for it (e.g., device, access
ISP, Internet, CDN, content provider), rather than the specific
network element (e.g., interconnection router, link failure,
routing table, etc.). In our specific case study, the origins of
the QoE-relevant degradation could be potentially located at:

(i) end terminals: potential issues in the end-terminal are mul-
tiple, from software to hardware issues, as well as connectivity
and signal strength among others. However, as we said before,
this case study considers QoE impacts in a large number of
users, and thus individual buggy terminal events are out of the

scope of the diagnosis analysis. Only problems simultaneously
affecting a large number of terminals are potentially consid-
ered; for example, issues related to software updates affecting
a whole category of devices (i.e., iOS smartphones, Windows
8 OS, etc.).

(ii) home network: similar to previous observations for end
terminal issues, the home network could be a potential issue
only in case of problems affecting for example a whole
category of home gateway devices. However, in this specific
case, firmware updates are much less frequent than OS and
software updates, and therefore we exclude the home network
from the analysis.

(iii) access network: diagnosing issues at the access network
heavily depends on the type of access network considered (cel-
lular, WiFi, FTTH, ADSLx). Download throughput problems
at the access can be caused by multiple issues, from congestion
events to equipment outages and misconfigurations.

(iv) core network of the ISP: problems at the ISP providing
the Internet access to the users are generally the most common
ones. These are various, including intra-AS routing, router
outages and equipment failures, misconfigurations, etc. The
usage of virtualization and software-defined technologies (both
the access and core networks) adds additional sources of
potential performance issues.

(v) Internet: depending on the location of the YouTube content
and on the cache selection policies used by Google to answer
users’ requests, the YouTube flows might have to traverse
multiple ASes from the YouTube servers till reaching the
access ISP. As we said before, YouTube would normally assign
user requests to the closest servers. Still, due to its load
balancing policies, YouTube might assign users to other servers
farther located, resulting in multi-AS paths from servers to
customers. As a consequence, problems related to inter-AS
routing, congestion at intermediate ASes, and multi-AS paths
performance degradation are potential root causes for YouTube
QoE degradation.

(vi) CDN and the servers: the final part of the end-to-end ser-
vice diagnosis corresponds to the servers hosting and providing
the YouTube videos. Software or hardware problems of the
hosting servers, overloading situations of wrongly dimensioned
servers, internal problems of the hosting datacenter, etc. are
possible root causes to additionally diagnose.

Once we have enumerated the list of elements to diagnose,
we can define a set of rules or check-list which shall be
iteratively verified to detect the occurrence of events revealing
the aforementioned problems. Table II enumerates a non-
exhaustive list of the domain-knowledge based rules for di-
agnosing the QoE-drop event detected in YouTube.

These diagnosis rules can be structured as a diagnosis
graph, which is used for guiding the diagnosis and drill-
down of the YouTube QoE-anomaly. Figure 11 depicts an
exemplifying decision graph, integrating some of the previous
diagnosis rules. The branches of a decision graph can be
either conditionally or systematically followed. In our case,
the analysis is conditional, starting from the end terminals till
reaching the CDN servers.

The decision graph is structured in five different blocks:
the (1) QoE-relevant Anomaly Detection block consists of



Table II.

SET OF DIAGNOSIS RULES/ITEMS TO CHECK FOR DIAGNOSING PERFORMANCE ISSUES IN CDN SERVICES SUCH AS YOUTUBE.

Where? Potential Root Cause and/or Location Check-list Items — Diagnosis Rules
. For all the involved user devices corresponding to the affected flows,
Device S
check the occurrence of end-device issues.
Terminals and Device OS For all the involved user devices corresponding to the affected flows,
Home Networks check the heavy hitters of OS type, and the entropy of the OS class.
For all the involved boxes corresponding to the affected flows,
Set Top Box

check the heavy hitters of box-type, and the entropy of the box-type class.

Check the occurrence of access-overloading events during the last days, for the corresponding access networky

Access Overloading

or logical aggregation points (e.g., users in the same aggregation network, or attached to the same DSLAM,
etc.). Compare to similar events for other users accessing the same servers through a different access network

Access Network Access Configuration

Check the occurrence of reconfiguration events related to the corresponding access networks.

Equipment Failure

Check the occurrence of outage events reported by the KPIs monitored by the ISP

at the corresponding access networks.

Intra-AS Routing

For all the involved user devices corresponding to the
affected flows, check the occurrence of end-device issues.

Core Network Link Congestion

Check co-occurrence of link congestion events.

Equipment Failure

Check the occurrence of outage events reported by the KPIs monitored by the ISP on its internal equipment,

including routing/switching/forwarding equipments.

Inter-AS Routing

Check end-to-end path change events in the corresponding temporal span of the detected anomaly.

Internet Path Congestion

Check flagged events related to abrupt increases in packet retransmissions per server,
or in the end-to-end queuing delay, for all the flows provisioned by the corresponding servers.

Intermediate AS Issues

Check performance degradation events in the intermediate ASes, particularly including latency and congestion

in the different end-to-end ASes path segments.

Server Reachability

Check if geo-distributed reachability measurements to the identified servers

result in non-reachability problems.

CDN Servers Server Soft/Hard Failure

Check occurrence of server hardware outages and/or software-related events at each single
identified server IP during the time span of the detected anomaly.

Server Overloading

identified server IP during the time span of the detected anomaly.

Check occurrence of overloading events at each single

YouTube flow throughput
distribution change

No

check statistical consistency
(drop of flows, users, bytes,
packets)

drop in QoE-related

KPIs?

extract dominant
device/OS type
device/soft
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Figure 11. Diagnosis graph associated to the detection and troubleshooting
support of large-scale QoE-relevant anomalies in YouTube.

the anomaly detection approaches (both entropy-based and
distribution-based), coupled with the QoE-based monitoring
for understanding whether the detected changes are causing
QoE-relevant degradations or not. To avoid triggering the
complete diagnosis process on false alarms caused by sta-
tistical variations of the monitored features, this block addi-

tionally adds a verification of the consistency of the detected
anomaly. For example, important deviations in the empirical
distribution of the 8 KPI can be caused by a sudden and
important drop/increase in the number of YouTube flows, or
by an abrupt modification in the number of users watching
YouTube. Therefore, the verification step firstly checks for
the presence of events related to major statistical variations
in the number of YouTube flows and the number of users
watching YouTube. The consistency step additionally defines
an hysteresis-based approach for triggering the diagnosis, in
which a number of consecutive anomaly alarms have to be
flagged before launching the drilling down process. The (2)
End-device Diagnosis block focuses on the specific analysis of
the type of end device associated to the anomalous YouTube
flows. The (3) ISP Diagnosis block consists of the diagnosis of
the access ISP. The (4) Internet paths Diagnosis block focuses
on the diagnosis of the end-to-end inter-AS paths, including
both routing and path congestion analysis. Finally, the (5)
CDN servers Diagnosis block allows to identify server-related
performance issues from end-to-end measurements, assuming
that access to in-CDN measurements is not available. Note that
these five blocks do not fully cover the aforementioned set of
domain-knowledge based rules. Still, the description serves as
an example on how to build a diagnosis graph to tackle the
case study under analysis, which we do next.

C. The Diagnosis in the Practice

As we said before, in this case study we exclude potential
problems at the end devices or home networks, as we are
targeting a large-scale anomaly, impacting a large share of
the monitored customers. In addition, we recall that the ISP
internal RCA did not identify any problems inside its bound-
aries, so we also exclude the ISP network from the analysis.
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Figure 12. Users and bytes down during the week of the anomaly. There are
no significant changes during the specific times of the flagged anomaly.
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Figure 13. IPs hosting YouTube during the week of the anomaly.

Therefore, we shall only focus on the YouTube servers and on
the download paths performance.

Figure 12 depicts the time series of the per hour users
and bytes downloaded normalized counts during the analyzed
week. While there is a drop in the number of bytes downloaded
from Wednesday afternoon on, there are no significant varia-
tions on the number of users during the working week (i.e.,
Monday till Friday), so we can be sure that the throughput
and QoE strong variations observed in Figure 9 are not tied
to statistical variations of the sample size. Using the results
in Figure 2(c), we can assume that the drop in the bytes
downloaded suggests that the bad QoE affected the users
engagement with the video playing, resulting in users dropping
the watched videos when multiple stallings occur (i.e., when
8 < 1.25). Let us focus now on the YouTube server selection
strategy and the servers providing the videos.
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Figure 14. Traffic volume distributions per CDN /24 subnets. There is a clear
shift on the selected caches serving YouTube before and after the reported
anomaly on Wednesday the 8th of May, specifically in the afternoon, between
15:00 and 00:00.

Figure 13(a) depicts the number of server IPs providing
YouTube flows per hour, similar to Figure 5(a). The first
interesting observation is that the server selection policy used
in the first 4 days of the dataset (April the 15th till the 18th) and
during the first 2 days of the week under study (May the 6th
and the 7th) is markedly different, specially in terms of servers
selected from AS 43515. As depicted in Figure 13(b), where
the entropy time-series of the AS distribution corresponding
to the monitored server IPs is presented, there is a sharp shift
in the distribution of hosting ASes around peak-load hours.
This shift corresponds to server IPs selected from AS 43515
rather than from AS 15169. In addition, there is an important
reduction on the number of servers selected from AS 43515 on
the days of the anomaly. This suggests that a different server
selection policy is set up exactly on the same days when the
anomalies occur.

To further investigate this CDN server selection policy
change, Figure 14(a) shows the TSP of the video volume
served by the different IPs in the dataset per hour, aggregated
in /24 subnetworks, for 11 consecutive days. Recall that in
the TSP, each point {i,j} represents the degree of similar-
ity between the distributions at hours ¢; and ¢;. The blue
palette represents low similarity values, while reddish colors
correspond to high similarity values. The TSP is symmetric
around the 45° diagonal, thus the plot can be read either by
column or by row. For a generic value of the ordinate at ¢;, the
points on the left (right) of the diagonal represent the degree
of similarity between the past (future) distributions w.r.t. the
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(c) Shift on the daily flows per top-6 cities.

Geo-localization of the detected anomaly. There is a major shift in the daily number of YouTube flows coming from servers in Amsterdam to

Frankfurt, suggesting that the problem is linked either to servers in Frankfurt, or to the new server-to-customer network paths.
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Figure 16. Daily distribution of the YouTube flows per city and /24 subnetwork. Each column adds to 100%, and the darker the color, the higher the fraction
of flows hosted. Starting on May the 8th, the lion share of the YouTube flows, normally served from Amsterdam, are shifted to Frankfurt and London.

reference distribution at ¢;. Note the regular “tile-wise” texture
within a period of 24 hours, due to a clear daily periodicity
behavior in the selected servers. Specifically, there are two
subnet sets periodically re-used in the first and second half of
the day. The TSP clearly reveals that a different subnet set is
used during the second half of the day from the 8th of May
on, revealing a different cache selection policy. This change is
also visible in the CDFs of the per subnet volume depicted in
Figure 14(b). Indeed, we can see that the same set of subnets
is used between 00:00 and 15:00 before and after the anomaly,
whereas the set used between 15:00 and 00:00 changes after
the 8th, when the anomaly occurs.

We take a step further in characterizing this CDN server
selection policy, by taking a server geo-localization approach.
The DNS-based re-directioning used by YouTube imposes a
specific structure on the video identifiers requested to the
content servers, which additionally include the name of the city
where the server hosting the requested content is located. This
city name is formated as an airport code, better known as IATA
code (e.g., FRA for Frankfurt, AMS for Amsterdam, etc.).
YouTube obfuscates this information, but it can be retrieved
by reverse engineering (a description on how to do it is out of
scope). Using this information, we can study the geographical
location of the new servers selected from the 8th on.

Figure 15 reports the daily number of flows (normalized)
served from the top cities hosting the YouTube content in our
traces on (a) a day before the 8th of May and (b) a day after the
8th of May. The top cities hosting the YouTube videos in this
case study are Milano and Amsterdam, followed by Frankfurt
and other EU cities. The comparison presented in Figure 15(c)
shows that the newly selected servers are mainly located in
Frankfurt and London, and that almost all the flows served
from Amsterdam are shifted to these cities in the new cache-
selection policy. Figure 16 complements this geo-localization
view on the traffic by reporting the daily distribution of
the YouTube flows per city and per /24 subnetwork and
AS. The shift is done from a single /24 subnetwork in AS
43515 to more than five /24 subnetworks in AS 15169. Very
interestingly, the servers located in Amsterdam are almost no
longer used after the shit on the 8th.

Given this change in the server selection policy, we try
to find out if the problem arises from the newly selected
servers, or if the problem is located in the path connecting
these servers to the users. Figure 17 studies the latency from
users to servers during the complete week. Figure 17(a) depicts
the median of the min RTT per hour as measured on top of all
the YouTube flows. The marked increase in the RTT evidences
that the servers selected during the anomaly are much farther
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Figure 18. Daily average download throughout of YouTube flows per city and /24 subnetwork. The flows shifted to Frankfurt on the 8th of May are provisioned
with a very low throughput. Colors reflect the QoE of the users (green = good, yellow = average, red = bad), based on the thresholds defined in Section IV.
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Figure 17. The servers selected during the anomaly are much farther than
those used before. While there is a marked increase in the server elaboration
time, the avg. queuing delay (difference between avg. and min. RTT) remains
bounded during the anomaly, so we discard the hypothesis of path congestion.

than those used before the anomaly. This increase impacts
directly on the HTTP elaboration time (i.e., time between
HTTP request and reply), as depicted in Figure 17(b). To
understand if these latency increases are additionally caused
by path congestion, Figure 17(c) plots the time series of
the difference between the min RTT and the average RTT
values; in a nutshell, in case of strong path congestion, the
average RTT shall increase (queuing delay), whereas the min
RTT normally keeps constant, as it is directly mapped to the
geo-propagation delay. The differences before and during the
anomalies do not present significant changes, suggesting that
the paths between servers and clients are not suffering from
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Figure 19. There is a new set of server IPs providing YouTube videos from
Wednesday on from farther locations. As visible in (b), the average download
flow throughput for each of these new server IPs is much lower than the one
obtained from other servers.

congestion. This is also confirmed by the analysis of the packet
retransmissions, which do not present significant variations.
Indeed, by applying the techniques we have recently presented
in [21], we were not able to identify the presence of a capacity
bottleneck on the downstream paths.

The last part of the diagnosis focuses on the YouTube
servers. Figure 18 depicts the daily average download through-
out of YouTube flows per city and per /24 subnetwork, using
the geo-localization information described before. The color of
each geo-temporal slot reflects the QoE of the users accessing
the corresponding servers, based on the thresholds defined in
Section IV (green = good QoE, yellow = average QoE, red
= bad QoE). As expected, the shift depicted in Figure 16
from Amsterdam to Frankfurt is accompanied by a very strong
degradation on the QoE of the users.
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Figure 20. The increase of the min RTT is not the root cause of the anomaly,
as there are no major issues previous to the anomaly. However, there is a clear
cluster of servers offering low throughput during the peak-load hours on an
anomalous day.

Figure 19 depicts the average (a) min RTT and (b) down-
load flow throughput per server IP in a heatmap like plot.
Each row in the plots corresponds to a single server IP. The
previously flagged min RTT increase is clearly visible for the
new set of IPs which become active from 15:00 to 00:00
from Wednesday on. For those server IPs, Figure 19(b) shows
the important throughput drop during peak-load hours. Note
however that large min RTT values do not necessary result
in lower throughputs, as many of the servers used before
and during the anomaly are far located but provide high
throughputs. Figure 20 further studies this drop, comparing
the relation between min RTT and average download flow
throughput before and during the anomaly. The increase of
the min RTT is not the root cause of the anomaly. However,
there is a clear cluster of low throughput flows coming from
far servers during the peak-load hours.

The conclusion we draw from the diagnosis analysis is that
the origin of the anomaly is the cache selection policy applied
by Google from Wednesday on, and more specifically, that the
additionally selected servers between 15:00 and 00:00 were not
correctly dimensioned to handle the traffic load during peak
hours, between 20:00 and 23:00. This shows that the dynamics
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(b) % bad QoE flows vs. # users, before anomaly. (c) % bad QoE flows vs. # users, before anomaly.

Unsupervised detection of the anomaly through clustering. There is a clear shift in the cluster density during the hours of the anomaly.

of Google’s server selection policies might result in poor end-
user experience, on the one hand by choosing servers which
might not be able to handle the load at specific times, or even
by selecting servers without considering the underlying end-
to-end path performance.

D. Unsupervised Analysis

The last part of the paper briefly describes the unsupervised
analysis of this kind of anomalies. The idea is to detect
the occurrence of such events by tracking the evolution of
the structure of the traffic, constructed through the DBSCAN
clustering approach. In particular, we characterize each server
providing YouTube traffic by a set of features used in the
previous sections, including the number of flows, bytes, users,
median download throughput, entropy of the QoE classes,
fraction of flows in the lowest QoE class, and median of the
previously studied latencies (i.e., min RTT, average RTT, and
elaboration time), all of them computed in a temporal basis,
i.e., per hour.

Figure 21(a) depicts the distribution of the density of the
clusters (measured in terms of fraction of server IPs contained
in the cluster) identified during the peak-load hours, on a day
previous to the anomaly and during the anomaly. There is
a clear shift in the cluster density during the hours of the
anomaly, revealing the appearance of a new cluster, containing
about 35% of the servers. As presented in Figures 21(b) and
21(c), the newly observed cluster corresponds to a set of server
IPs providing a large share of YouTube flows with low QoE,
impacting a potentially large number of users. The interesting
observation is that this set of server IPs can be identified
by clustering, making it possible to detect the studied low
performance events in an unsupervised manner.

VII. AND WHAT ABOUT YOUTUBE QOE IN DASH?

So far we have focused the QoE analysis of YouTube on the
fixed-quality video streaming approach followed by YouTube
in the past. In this context, the video coding and video bitrate
are constant during the complete streaming/watching of a
video. However, the massive application of YouTube Dynamic
Adaptive Streaming (DASH) in today’s Internet introduces
new challenges in the YouTube QoE-based monitoring from
network measurements as presented in this paper. In particu-
lar, YouTube DASH uses multiple different video resolutions
during a single video playback, resulting in multiple different
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Figure 22. Overall QoE for YouTube, considering both constant HD quality
and DASH. Videos are HD 720p. While DASH is able to cope with stallings
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low QoE when bandwidth is not high enough.

video bitrate values. As such, the definition of the 3 KPI is
no longer valid and needs to be updated for future studies.

To show how different could potentially be the QoE of a
user watching YouTube in constant HD vs. YouTube DASH,
we have conducted a subjective study where 53 participants
provided their feedback in terms of experience and satisfaction
with YouTube in both scenarios, while shaping down the traffic
throughput between 1 Mbps and 4 Mbps. Figure 22 reports the
overall quality results obtained in this subjective study. In the
YouTube constant HD scenario, different HD 720p resolution
videos are watched at constant quality, whereas in the DASH
case, the same videos are originally requested in HD 720p,
but are then dynamically adapted by YouTube itself in case
of bandwidth variations. Figure 22(a) shows the results for the
traditional constant quality scenario. Note that in this scenario,
the $-based QoE monitoring approach works very well: 720p
HD videos are usually encoded with video bitrates around 3
Mbps, which means about 4 Mbps to avoid stallings according
to the results of Figure 2 (i.e., 3 Mbps x 1.25 ~ 3.8 Mbps).
However, it is quite impressive to see how the DASH approach
results in a nearly optimal QoE for all the tested conditions
(from 1 Mbps to 4 Mbps). The main difference here is that
DASH changes the video quality without incurring in playback
stallings, whereas the fixed quality configuration definitely
results in video stallings.

As a major take away from this simple yet interesting
subjective study, we have to evolve the definition of the /3
KPI to additionally capture the QoE of those users watching
YouTube in DASH, which is becoming the default option set
by the YouTube player. We are currently working on such an
extended KPI.

VIII. CONCLUDING REMARKS

In this paper, we have shown that the caching selection
policies employed by a major CDN such as Google some-
times have an important impact on the end-customers QoE.
Our results challenge OTT network performance evaluation
approaches such as the Google’s Video Quality Report?, as
these only highlight ISPs bandwidth provisioning as the only
root cause of bad user experience. Through the analysis of one
month of YouTube flow traces collected at the network of a
large European ISP, we detected and drilled down a Google’s
CDN server selection policy negatively impacting the watching

experience of YouTube users during several days at peak
load times. We additionally presented different approaches
to support the diagnosis, relying on YouTube QoE-based
KPIs, time-series analysis, entropy-based approaches, statis-
tical distribution-based analysis, and clustering techniques.
Our work also presented a large-scale characterization of
the YouTube service in terms of traffic characteristics and
provisioning behavior of the Google CDN servers, useful to
understand the normal and complex operation of YouTube.
In addition, we presented a structured approach for partially
diagnosing CDN-related issues, which even if not complete,
it shows the complexity behind the tackled problem. Finally,
by conducting subjective tests on the QoE of YouTube using
DASH, we showed that the QoE-based analysis of YouTube is
nothing but close, and further studies are required to properly
address the problem from network measurements. In the light
of the emergence of new large-scale initiatives to measure the
performance of ISPs delivering CDNs-based traffic, such as
the Google’s Video Quality Report, this paper offers explicit
evidence showing that ISPs are not the only players responsible
for poor end-user experience in Internet-scale services like
YouTube.

Although this paper has focused on the Google CDN, other
CDN s are based on exactly the same principles, so we expect
the analysis procedure and take aways of this work to be
applicable to other CDNs. The same applies to other services,
taking into account their different requirements in terms of net-
work Quality of Service and QoE. The measurement approach
followed in our work is currently being implemented within a
more generic platform for automatic troubleshooting support.
This platform is called mPlane: in the EU project mPlane’
we are building a global Internet-scale measurement platform
to better understand and diagnose performance degradation
events in Internet-scale services such as YouTube, Facebook,
Netflix, and others.
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