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180,000
Employees

15+80,000 No. 70170+ No. 83
Oversea R&D 

CentersR&D employees Interbrand's Top100 
Global Brands

Countries Fortune Global 500

~15% of revenue re-invested in R&D 
~30/70% long/short-term split
~2000 researchers in European Research Institute (ERI)
~150 researchers in Paris RC
~30 network researchers (aka DataCom Lab)

Huawei R&D in a nutshell
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« Machine learning is very good at understanding and predicting 
the behavior of systems we do not understand […] but networking is mostly about 
implementing something according to a “model” we already know »

https://www.youtube.com/watch?v=-cvNw1g5kJc

https://networkingchannel.eu/

Should we continue to only pursue 
a bottom-up approach for networking?To Provoke :

What people smarter than me say about ML+networks



Network AI in Huawei

Cloud platform 
OSS/Third-party app

Network-wide analysis, 
inference & closed-loop 
optimization

Measurement, edge inference
& real-time decision-making

Engines

Training, data aggregation,
and model generalization

Continuous
learning,
Few-shot
learning

Training:
Federated Learning,
Distributed trainingGeneral:

Multi-vendor
graph/models,
Transfer learn

Specific: 
Deep Models

Quantization &
DistillationControl: 

large-scale, 
data-driven, 
explainable

deep RL

Real-time: 
inference & 

control

XAI O&M: 
Unsupervised 

Fault detection,
Semi-supervised

repair

Model self-
awareness, 

Self-supervised
learning

NETCONF/YANG

Huawei devices

Controller

Model-driven telemetry

Vendor B's devices

Analyzer

Cross-vendor 
southbound API

Northbound 
API

AirEngine NetEngine CloudEngine HiSecEngine

&NCE

TPU Ascend310, 
ARM

NAIE
Offline  training

GPUs, TPUs 
Ascend910

Net
4AI

AI4
Net 

Schedulers
AI-aware job 
schedulers

Remove humans
from the fast loop

Keep humans 
in the slow loop 

Deploy:
Cloud vs  

edge vs  fog 
vs mist … 

Opportunity & challenges



The future: networks empowered with data-driven decisions
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• A First Look at Class Incremental Learning in Deep Learning Mobile Traffic Classification (TMA’21)
• Deep Learning and Traffic Classification: Lessons learned from a commercial-grade

dataset with hundreds of encrypted and zero-day applications (arXiv:2104.03182)

Real-time: 
inference & 

control

• Fenxi: Deep-learning Traffic Analytics at the Edge (SEC’21)
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