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The talk in 1 slide

(1) “Our” challenges surrounding data and replicability

(2) How other communities face those challenges

| have a lot of Qs ... but not many As

2 W2 HUAWEI
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Introduction

Part |

R J

Data-sharing &
reproducibility

Part |l

Easing the data-
dependency
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Rewinding time

- ) 1 \ H : / . ..
SOk < 1IC0703 - Data [raffic |//onitoring and ' \nalysis:
1\/ ) theory, techniques, tools and applications for the future networks

EUROPEAN COOPERATION

IN SCIENCE & TECHNOLOGY ! (20.08 — 2012)

Sep, 2008 — TMA meeting @ Samos

My “first contact” with the European
traffic measurements research community

—

i Samos, Greece §

5 2 HUAWEI



..since Samos' (08

Cooperation with Country-scale Customer satisfaction Al technologies
: Malware . . . :
Italian ISP on . . mobile network modeling via BigData applied to
. o traffic analysis . : . : .
traffic monitoring analytics and Machine learning traffic monitoring

o O, S

HUAWEI

NS

I G0 =12] as the common denominator

6 A2 HUAWEI
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Huawel R&D in a nutshell

=

i
# i
|
|
N :
]

) |
s. M. o 3

No. 83

180,000
. Oversea R&D '
Employees R&D employees Countries e InteGrIt())rt?a?ldBia;rr?gsloo Fortune Global 500
Optical ge—iLT ireless devices, and
network and stockholry/x::_\‘i engineering
~15% of revenue re-invested in R&D devices \ T Mos w.  Mathematics
: London ® Munich : Beijing

. J xran @ Naling sr:?:;::ma

pearity ““Chenzhen

~30/70% long/short-termsptit ¢
~2000 researchers in European Research Institute (ER|) =" 7/‘ \ Fixed network, o@
Mathematics, "/ : “,e‘nglneermg, Chengdu @ r“g j:ﬁ;?#ﬂu

~150 researchers in Paris RC Sesthetics, imases
~30 network researchers (aka DataCom Lab) ""'g;‘;“zzlve ® Bangalore
o
Singapore
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Al-assisted networklng @ HUAWEI

evolved cloud natlve 3-tier archltecture

GPUs, TPUs i - R il - Offline
Ascend910 - : 0‘ NAIE u -C.Ioudpl.atform % MaStl |

0SS/Third-party app

ining, data aggregation,

Offline training : X eI generallzatlon

N TAou
SO

S  Northbound:
CPUs RO @

GPUs S e

TPUs e ’*‘ O¢ lMaster "”’“ Patiae
Ascend310 Controller global
Ascend910 NCE/MAE cwide analy5|s

Analyzer ance & closed-loop
- optlmlzatlon

Model-driven telemetry

- southbound API

* Cross-vendor I NETCONF/YANG I

Huawei devices Vendor B's devices

,,,,,,

AR

PU (4| = Engines
Ascend310 Mesurement, edge inference

ARM & real-time decision-making

TNSM’22 : Landing Al on Networks: An equipment vendor
viewpoint on Autonomous Driving Networks

global

Opportunities & challenges

Schedulers
Al-aware job

Training:
schedulers g

Federated Learning,
General: @Distributed training

Multi-vendor
graph/models,

Specific:
Transfer learn pecif

Deep Models
Quantization &
Distillation

Net4Al

Control:
large-scale,

data-driven,
explainable XAl O&M:

deepRL  Unsupervised
e == Fault detection,
eploy: 3 3 .
Cloud vs Semi supgrwsed
repair
Real-time:

edge vs fog
VS mist ...
@ep humans
in the slow loop
inference &
control Continuous
learning,

Model self- Few-shot
awareness, learning

Self-supervised 22 ) Remove humans
learning | from the fast loop

-

Al4Net




Roadmap to the | ARTIFICIAL

Edge Intelligence | INTELLIGENCE
= MARKET %

[Nackerearth

ARTIFICIAL
INTELLIGENCE

5G Edge
[A1] INBUSINESS

First commercial 5G MEC
deployments

=
Edge Al

Al features brougfht to
each edge node (ability to
leam and to share models

Pre-trained
Edge

Pre-trained Al models

used for processing data

at the edge -
Billi

with other edge nodes). . 2019 REASONING KNOWLEDGE COMMUNICATION  PERCEPTION
Dedicated ot N oo IS IR
e N s vt e T o s e o ot e o i
logical deduction, e.g world, ¢.6. financial inventory management, and written language, sounds, images, and
financial asset market trading, demand forecasting, 4. real-time other sonsory inputs,
management, legal purchase prediction, predictive maintenance, transiation of spoken medical diognosis,
assessment financiol traud provention, drug physical and digital and written languages. autonomous vehicles
. ) pisn e ot meds e i s
Specialized edge devices autonomous weapons. diagnosis, and media navigation, scheduling, intelligent assistants,
systems, and gomes. recommendation ‘and logistics. v p———

capable of performing Al
108.85
L]

-~

b Billion

Learning-driven 2027

Distributed
Al

Al algorithms distributed in
a network of edge devices,
providing low-latency and
reliable results

AITRENDS IN VARIOUS SECTORS

S
Communication
Complex wireless o
communication systems @F @
managed by edge =@
Secure and intelligence e o e oy
8 variables in diabetes %t et t00ls to find microscopic
private HospRakeation s roared hoodenacondie Sioutbors dgonu,

volumes of sample imagos

Secure edge systems that
ensure user privacy and

keep information secure . @ Y
Real-time
o e Biliscreen utiizes a ==
Q- fraining ap e S
(5 i 24 o . incrosesdllovole of Blubin Docision Inoligonce g
S New distributed algorithms ! intha sciera (white portion) tachnology to anayzs nsituctions that the robot
=10\ 3 o of G parson's eye. which is various data points to has not boen provicusly
2 l \V) that make it possible to 5 used to seroen pacple dotect fraudulant axposed 1o, and work
bulld models almost in ' for pancreatic cancer transactions productively with them
s
N 0n°ph°ton Ic real‘tlme l HEALTHCARE FINANCE MANUFACTURING
-
technologies 6G
Nanophotonic circuits will
perform complex matrix ) . .
operations '3 G Edge _Popularity of Rising Adoption of Emergence
Artificial Intelligence the Cloud-based of Quantum
First deployments of a new & Machine Solutions Computing
2 O 2 0 generation of Edge Al Learning

. RETAIL ENTERTAINMENT DATA SECURITY AUTOMOTIVE

i A 7 https://www.fortunebusinessinsights.com/infographics/artificial-intelligence-ai- [ 5 .. I i
Ella Peltonen and et al.. 6G white paper on edge intelligence. 6G RESEARCH VISIONS, NO. 8 (2020). chipsets-market-104500 https://www.hackerearth.com/blog/developers/applications-of-artificial-intelligence/

DS I Ath T OF
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..but are we ready for such Al data-driven networks?

THIS 15 YOUR MACHINE LEPRNING SYSTET?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LNEAR ALGEBRA, THEN COLLECT

THE ANSLERS ON THE OTHER SIDE.
WHAT I THE ANSLERS ARE LJRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.

T
| |
% ,, K ﬂ..ih J}Ai{ %3?“\%

https://xkcd.com/1838/

W2 HUAWEI



People smarter than me say...

MARCH 2021 | The network will be
WED 24 | programmed by many,

theNetworking Operated by d feW
Channel
Nick McKeown — Stanford University

https://networkingchannel.eu/

With a panel of graduate student discussants
u VO UTUhe from around the world.

« Machine learning is very good at
understanding and predicting the behavior
of systems we do not understand [...] but
networking is mostly about implementing
something according to a “model” we
already know » /

My take Al is an opportunity BUT if/what we need to and where/how to

integrate Al in networks is still largely an ongoing debate

11 2 HUAWEI



Standards  Aboutus News | Takingpart | Store \ 777 N
ETSI \

) . STANDARD_S TECHNOLOGIES COMMITTEES MEMBERSHIP EDUCA
tsi.org/committee/1640-sai

N

STANDARDS BY ISO/IEC JTC 1/SC 42 °

Artificial intelligence

Filter: @ Published standards @ Standards under development @ Withdrawn standards ® Projects deleted
STANDARD AND/OR PROJECT UNDER THE DIRECT RESPONSIBILITY OF ISO/IEC JTC 1/SC 42 SECRETARIAT (38) 4 STAGE Ics
@ ISO/IEC DTS 4213.2 30.99 35.020

Information technology — Artificial Intelligence — Assessment of machine learning classification performance

© ISO/IEC AWI 5259-1 20.00
Artificial intelligence — Data quality for analytics and machine learning (ML) — Part 1: Overview, terminology, and examples

@ ISO/IEC AWI 5259-2 20.00

Artificial intelligence — Data quality for analytics and machine learning (ML) — Part 2: Data quality measures INDUSTRY SPECIFICAT|ON GROUP (ISG) SECURING ARTIF'C'AL
© ISO/IEC AWI 5259-3 20.00 INTELLIGENCE (SAI)

Artificial intelligence — Data quality for analytics and machine learning (ML) — Part 3: Data quality management requirements and guidelines
© ISO/IEC AWI 5259-4 20.00 The rapid expansion of Artificial Intelliaence into new industries with new stakeholders. counled with an
St d d . t h . . f
Al/ML-enabled air Al/ML framework for
interface design next-generation radio

access network
f ,é Use cases

Including enhanced channel state

Wireless ML [0} information (CSI) feedback, beam

Rel-18 - management, and positioning accuracy
(including heavy non-line-of-sight conditions)

gL Network optimization
%‘%]iﬂ Specify enhanced data

collection and signaling

r Al/ML models ﬁ support for Al/ML-based
t * D Identifying collaboration models, from no Fel;"z{ﬁ energy sadwng.
collaboration to cross-node ML, life cycle oo b‘l'a BncEg an
management of models, characterizing mobility optimization
model generation/inference algorithms
Information Technology I 1 8
S f ) Evaluation methodology g:‘dum study
Utilizing existing 3GPP framework for y Naw use cases i
ARTIFICIAL INTELLIGENCE L bl wireless evaluations and feld dala 1o assess Bl o i sicng coey,
e(:'t performance in real-world environments, <
pI'Oj S as well as identifying common KPIs and interface procedures (e.g.,
multi-vendor interoperability)
Impact assessment

Ove rview Evaluating specification changes needed

o ' to support identified use cases, covering



https://www.etsi.org/committee/1640-sai

Al and networks: a relationship

Resources
Orchestration

Computational
budget

Explainability‘ @

Low latency

13

- (‘o0 | Cloud-vs-edge
e il .

~ Jd o=[0]z- | displacement

' OF °

Intent &
Configuration

B

Networks

Meta-learning &
Generalization

&

Data sharing
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Al and networks: a relationship

Resources ~ Co\g/;_jl C!oud-vs-edge
Orchestration : o=[p]z- | displacement
’ o (]
Computational @ R Eny Intent &
budget ,g%, éﬁ%ﬁﬂ Configuration
Il
Networks
L Meta-learning &
Explalnablllty‘ @ Q Generalization n
G11010
Low latency| — ¢ 90 Data sharing

R 4

14 2 HUAWEI



Part | Part |l

< (@

Introduction Data-sharing &
reproducibility
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Part | Part I

' / X
i \
|

Introduction Datarsharing &
reproducibility

In a broad sense, but in particular
Wolr- - Rls e 14 OCross planes/layers

16 W2 HUAWEI



“We"” know how to build platforms

4 RIPENCC M| AB BGP @) TREAM scmiicn > —

o Ed g e N e t ‘@ . )E.)nopeﬁluﬂormEfoIevlgoﬁg,Bdeploying, and aecessing planetary-scale services e m U la b

SF LT ! rEpd
& —
OT-LAB  geni  OneLab— i FEDOEIRE

CGamelcon  Claudlab 5000

Bare
metal

S

17 2 HUAWEI



The top-2 (known) problems in our community

Public data-access g3 Measurements longevity

HEYODKUEHVE A BUNCH
™M GONNA ANALYZE. IT.

I'JQ\-’OUFDO THAT WILL
OMLY CREATE OREDH‘.'H

ﬁ%@? ...and Al is just renewing this (old) divide

http .//xked.com/2582/
2 HUAWEI



The Increasing data divide

An Effort to Democratize Networking Research
in the Era of AI/ML

Chris Mac-Stoker
NIKSUN Inc.
Princeton, NJ

Walter Willinger
NIKSUN Inc.
Princeton, NJ

Arpit Gupta
UC Santa Barbara
Santa Barbara, CA

[...] publicly available network measurements in support of network automation tasks are rare, not
necessarily representative, often a by-product of some other measurement activities |...]

Recommendation: treat university campus networks are real production environments

Data-driven Networking Research: models for academic

collaboration with industry (a Google point of view)
Jeftrey C. Mogul John Wilkes
Priya Mahadevan Phillipa Gill
Christophe Diot Amin Vahdat
Google Google
network-data-sharing@google.com

[...] We encourage academic researchers to focus less on “can we obtain network-related data from Google?”
and more on “how can we do more collaborative, data-driven networking research with Google?” |...]

Recommendation: setup ad-hoc collaboration between Companies (Google) and researchers

orkshop on Overcoming Measurement Barriers to
Internet Research (WOMBIR 2021) Final Report

David Clark
MIT/CSAIL
dde@csail mit.edu

Fabian E. Bustamante
Northwestern
tabian@cs.northwestern.edu

ke claffy
UCSD/CAIDA
ke@caida.org

Aaron Schulman
UC San Diego
schulman@cs uesd edu

Mattijs Jonker
University of Twente
m jonker@utwente.nl

John Heidemann
USC/IsI
johnhe@isi.edu

Ellen Zegura
Georgia Tech
ewzg@ce gatech edu

[...] data sets require longitudinal (long-term, ongoing) data collection and sharing, support for which is more
challenging for Internet research than other fields [...] But often an employee of the associated company is an
author on the paper, which triggers concerns regarding scientific objectivity |...]

19

Recommendations:

New model for cross-sectors collaborations
Fund longitudinal measurements platforms
Annual state-of-the-Internet report/conference

Data sharing code of conduct

\ 4

~

o Data is made available in curated repositories, or otherwise provided in ways that allows adequate
access for legitimate scientific research

® Access requires registration with data source and legitimate research need

o Standard anonymization methods are used where needed

 Recipients agree to not repost corpus

* Recipients agree that they will not deanonymize data

© Recipients can publish analysis and data examples necessary to review research

* Recipients agree to use accepted protocols when revealing sensitive data, such as security vulnerabil-
ities or data on human subjects

® Recipients agree to cite the repository and provide publications back to repository

* Repository can curate enriched products developed by researchers

Table 1: Codes of conduct have been developed that enable responsible sharing of data in ways

that protect stakeholders while allowing research [21, 22].

-



Deeper roots than the mere lack of incentives

(1) Hard constraints (privacy/business concerns)
@ Soft constraints (scale, operational risk, staff time)
(3) Anonymization is not a panacea

@ Data/code cleansing for public release is time-consuming

W2 HUAWEI
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..No, but wait a sec '

(1) We do have [SEEEIEEREVEIE] @ TMA, IMC, PAM
Yes, and that’s Auesdre
...but very opportunistic and tied to specific studies

@ We also have

Yes, so let’s talk about those

2 HUAWEI



Are we improving at [=slife1s]1113% ?

Simple

Functional
The artifacts associated with
the research are found to be
documented, consistent,
complete, exercisable, and
include appropriate evidence of
verification and validation.

22

IMC
CoNEXT
SIGCOMM

Reusable
The artifacts associated with
the paper are of a quality that
significantly exceeds minimal
functionality.

16% (7/43)
38% (12/31)
17% (7/40)

Available
Author-created artifacts
relevant to this paper have
been placed on a publically
accessible archival repository.
[...] they need not be complete
in the sense described above.

0%~

38% (14/36)
48% (28/58)

Reproduced
results of the paper have been
obtained in a subsequent study
by a person or team other than
the authors, using, in part,
artifacts provided by the
author.

aE—ep

Replicated
Results of the paper have been
independently obtained in a
subsequent study by a person
or team other than the authors,
without the use of author-
supplied artifacts.

Numbers collected from programs

ACM Digital library

* Community award implied a dataset release

(but apparently no badge was assigned)

2 HUAWEI



However badges...

(1) Do not imply (data) longevity

(single snapshots of specific moment in time)

(2) Do not imply (data) generalization

(focus on specific problems)

W2 HUAWEI



Going beyond “badges”

g Fabian E. Bustamante 6 Oliver Hohlfeld @ohohlfeld - Jun 9
@bustamantefe [

Replying to @bustamantefe @ACMSIGCOMM and @usenix

All CS conferences, and for sure all the experimental CS largely lacks behind other disciplines. E.g., meta-analysis plays a
ones @ACMSIGCOMM @usenix , should have a fundamental role in medicine-i.e. statistically combining data from multiple
) " : . . e tudi ticular topic. Single effi tudi ften t It
‘replication” track to build confidence in the scientific studies on a partieular fopic. Single etficacy studies are orten too small to

. reliably assess risks. CS is not yet at this point.
merit of our results.

: . Q 2 (o v O

5:05 PM - Jun 9, 2022 - Twitter for iPhone
24
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Going beyond “badges”

Replying to @bustamantefe @ACMSIGCOMM and @usenix

j Fabian E. Bustamante ﬁ Oliver Hohlfeld @chohlfeld - Jun 9
@bustamantefe [ o

All CS conferences, and for sure all the experimental CS largely lacks behind other disciplines. E.g., meta-analysis plays a

ones @ACMSIGCONMM @usenix , should have a fundamental role in medicine-i.e. statistically combining data from multiple
" : L . e tudi ticular topic. Single effi tudi ften t It

“replication” track to build confidence in the scientific studies on a particufar topic. Singie efficacy studies are otten too smafl to

. reliably assess risks. CS is not yet at this point.
merit of our results.

Q 2 n QO w
5:05 PM - Jun 9, 2022 - Twitter for iPhone

 \We already do replicability when doing the state-of-the-art comparison
My take y P y g P

* Yet, we lack venues to foster those discussions

25 2 HUAWEI



=)

scale

Meanwhile, in other communities

l% e Long tradition for artifacts (SIGMOD since 2008, VLDB since 2012)
o0

Data

Bases Authors submits artifacts evaluated by a committee

o I
: NEURAL INFORMATION

ICLR ’”r Yearly reproducibility challenge
Papers With Code Crowdsourced”: select a paper, reproduce it, and submit a report

A Planetary
Computer for a
Sustainable Future

Data-sharing is a core value for earth & space-related sciences
Sharing for the benefit of the research community and humanity

Sara Issaoun PyCon22 keynote : “Imaging a black hole with the event horizon telescope”
Netflix documentary -- Black holes The edge of all we know

% 2 HUAWEI



How Al communities foster debate around data

NeurlPS 2021 Datasets and Benchmarks Track

The pre-proceedings are now available! See the NeurlPS Online Proceedings page.
Quickly find papers in the virtual conference: click on the paper in the Accepted Paper List.

We are immensely grateful for the tremendous contributions of the 33 area chairs and 548 reviewers to make this new endeavor a
success.

The Datasets and Benchmarks track serves as a novel venue for high-quality publications, talks, and posters on highly valuable
machine learning datasets and benchmarks, as well as a forum for discussions on how to improve dataset development. Datasets and
benchmarks are crucial for the development of machine learning methods, but also require their own publishing and reviewing
guidelines. For instance, datasets can often not be reviewed in a double-blind fashion, and hence full anonymization will not be required.
On the other hand, they do require additional specific checks, such as a proper description of how the data was collected, whether they
show intrinsic bias, and whether they will remain accessible.

CRITERIA. We are aiming for an equally stringent review as the main conference, yet better suited to datasets and benchmarks.
Submissions to this track will be reviewed according to a set of criteria and best practices specifically designed for datasets and
benchmarks, as described below. A key criterion is accessibility: datasets should be available and accessible, i.e. the data can be found
and obtained without a personal request to the PI, and any required code should be open source. Next to a scientific paper, authors
should also submit supplementary materials such as detail on how the data was collected and organized, what kind of information it
contains, how it should be used ethically and responsibly, as well as how it will be made available and maintained.

RELATIONSHIP TO NEURIPS. Submissions to the track will be part of the main NeurlPS conference, presented alongside the main
conference papers. Accepted papers will be officially published in associated proceedings clearly linked to, yet separate from, the
NeurlPS proceedings. The proceedings will be called Proceedings of the Neural Information Processing Systems Track on
Datasets and Benchmarks and they will be hosted on the NeurlPS website next to the main NeurlPS proceedings. We will maintain a
page on the NeurlPS website with all accepted datasets and additional information.

27

174 papers in the program

SIGCOMM’21
INFOCOM’21
NeurlPS’21

58
251
2,300

W2 HUAWEI



If | had three wishes for the genie %

0\’?

More “code challenges”
They can be occasion to release data and put focus on specific problems

Create one permanent replicability track/workshop
* Decouple study state-of-the-art from promoting new ideas
* Foster data/code sharing for the benefit of the community

Federate universities/research centers for data access/sharing
Break the barrier of 1-to-1 cooperations

The data divide affects the whole measurements community

Al-driven measurement methods is just exacerbating it

28
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..anything else to mitigate the data divide?

WLEIRIAYEE reduce the dependency from data i

2 HUAWEI



Part | Part Il Part Il

> @

Introduction Data-sharing & Easing the data-
reproducibility dependency

2 HUAWEI



The infinite data loop in (Al-based) monitoring

How to reduce How to reduce

data-dependency on-device costs

Continuous
learning,
Few shot

Real-time
inference

Distributed
agents
coord.

elf-supervised
learning,

31 2 HUAWEI



The infinite data loop in (Al-based) monitoring

How to reduce How to reduce
data-dependency on-device costs
Continuous
learning, Real-time
Few shot inference
learning

Distributed
agents
coord.

elf-supervised
learning,

32 2 HUAWEI



Few-Shots Learning (FSL): A

“Learning from a limited number of
examples with supervised information”

Generalizing from a Few Examples: A Survey on Few-shot Learning
(ACM Computing Surveys‘20)

Popular Classes Rare classes
(many samples) (few samples)

ELIS - Use the accumulated knowledge to solve a new problem
" using few examples as reference

33 W2 HUAWEI



The need for FSL

Biology Empirical evidence

“People learning often
generalize successfully from
just a single example

Massive (manual) labeling is hard
“Even the most well-known hand labeled datasets
[ImageNet] have label error rates of at least 5%”

Chicken
— Pervasive Label Errors in Test Sets

Destabilize Machine Learning Benchmarks (arxiv’21)

pe Op/ e learn richer https://labelerrors.com/

representations than
machines do, using them for
a wider range of functions,
including creatm'g new | Joshua Tenenbaum
abstract categories of objects ol Seerifst
based on existing categories” MacArthur Fellow (2019)

Network traffic is imbalanced by nature
“Traffic is neither rack-local nor all-to-all; locality
depends upon the service”

destination

Inside the Social Network’s (Datacenter) Network
(SIGCOMM’15)

source

34 W2 HUAWEI
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Let’s consider a practical use-case

W2 HUAWEI



Deep Learning and Zero-Day Tratfic Classification:
Lessons learned from a commercial-grade dataset

Lixuan Yang, Alessandro Finamore, Feng Jun, Dario Rossi
Huawei Technologies, France

\pKOEM
A trafflc cIaSS|f|er covermg 200 classes (4x the I|terature)

BTW we are worklng mternally so to release an anonymlzed ver5|on of the dataset to the communlty

CU 1655 LUOVYEL AdPC
by t.he trafﬁc classnﬁcatum llterature wluch focuses

ularly relevant to 1ndustry and telco vendors actlvely
deriving DL. models via supervised techniques. Mg satagdaploying statistical classification approaches — as

fﬂm'm of supervnsed and unsuperv1sed . pointed out in [20], until this point traffic classification

Long-term goal: A classifier covering O(1,000) classes

This talk: A toy-case example

36 W2 HuAWEI



Modeling Toy-case via a CNN () monolithic approach)

Dataset (pkt-size + direction of first 10 pkts)
e 45 classes with >= 10 samples

* Only 10 classes with > 10k samples
1.0 1 29D o o 0@ O
o) o) o o © @0
0.8- . %0
o O
L 0.6
o
3 o
= 0.4- o
o
0.2
0.0 1 cocom @m® 0 o
10 100 1k 10k 100k
samples
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Modeling Toy-case via a CNN () monolithic approach)
Dataset (pkt-size + direction of first 10 pkts)

45 classes with >= 10 samples
Only 10 classes with > 10k samples

1.0

f1 score
— o
(@) (0]

o
I

©
N

o
o

AP ) |
O O O o o @o ® = 9=
’ * Extreme imbalance : p = 7,000
5 * Weighted f1 score : 97.8%
o f1 score : 49%
» 19 classes (42%) with F1 score =0
100 O @ 0 C ‘
10 100 1k 10k 100k
samples

W2 HUAWEI



Why learning from a few examples is hard?
FSL and
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Why learning from a few examples is hard?
FSL and

optim
* A problem has an optimal solution
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Why learning from a few examples is hard?
FSL and

e ye

optim
* A problem has an optimal solution

@ * The hypothesis space constrains

the best solution that can be found
Hypothesis space
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Why learning from a few examples is hard?
FSL and

e ye

ehypot space

9 * The hypothesis space constrains
the best solution that can be found

optim
* A problem has an optimal solution

Hypothesis space
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Why learning from a few examples is hard?
FSL and

e ye

ehypot space

9 * The hypothesis space constrains
the best solution that can be found

optim
* A problem has an optimal solution

Hypothesis space 8 0

train

 The search is further constrained by
the data available (the more the data, the better)

K3
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Why learning from a few examples is hard?
FSL and

Lo
optim
* A problem has an optimal solution
ehypotspace
9 AN WA The hypothesis space constrains
Irl I .
. the best solution that can be found

Hypothesis space 0 _—

 The search is further constrained by
the data available (the more the data, the better)

K3
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Why learning from a few examples is hard?
FSL and

opt/m
* A problem has an optimal solution

%% hypot space
@ . The hypothesis space constrains

the best solution that can be found

Hypothesis space

 The search is further constrained by

8% the data available (the more the data, the better)
0

train
‘ o \ FSL problems have high empirical risk
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FSL methods taxonomy
How to handle empirical risk

Data: learn to augment Model: learn to compare Algorithm: learn to initialize
“Hallucinate” the train set by FSL models derive from baseline models Learn a generalized model from which is
introducing new (synthetic) data (new classes “compare” with baseline ones) easy to derive FSL models
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FSL methods taxonomy
How to handle empirical risk

Data: learn to augment Model: learn to compare Algorithm: learn to initialize
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FSL methods taxonomy
How to handle empirical risk

small data

Data: learn to augment Model: learn to compare
“Hallucinate” the train set by FSL models derive from baseline models
introducing new (synthetic) data (new classes “compare” with baseline ones)

& 22
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Algorithm: learn to initialize
Learn a generalized model from which is

easy to derive FSL models
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FSL methods taxonomy
How to handle empirical risk

Data: learn to augment Model: learn to compare
“Hallucinate” the train set by FSL models derive from baseline models
introducing new (synthetic) data (new classes “compare” with baseline ones)
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Algorithm: learn to initialize

Learn a generalized model from which is
easy to derive FSL models
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FSL methods taxonomy
How to handle empirical risk

Data: learn to augment Model: learn to compare Algorithm: learn to initialize
“Hallucinate” the train set by FSL models derive from baseline models Learn a generalized model from which is
introducing new (synthetic) data (new classes “compare” with baseline ones) easy to derive FSL models

Extra knowledge = Generative model Extra knowledge = a pre-trained model Extra knowledge = a pre-trained model

The need for supplementary knowledge
)
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FSL methods taxonomy

How to handle empirical risk

Data: learn to augment Model: learn to compare Algorithm: learn to initialize
“Hallucinate” the train set by FSL models derive from baseline models Learn a generalized model from which is
introducing new (synthetic) data (new classes “compare” with baseline ones) easy to derive FSL models

Extra knowledge = Generative model Extra knowledge = a pre-trained model Extra knowledge = a pre-trained model

The need for supplementary knowledge
AT

Meta-Learning methods extract such supplementary knowledge




Meta-learning: “earning fo learn”

“The goal of the trained model is to quickly learn a new from a
small amount of new data, and the model is trained by the meta-learner
to be able to learn on a large number of d/fferent.”

Model-Agnostic Meta-Learning for Fast Adaptation of Deep Networks (ICML'17)

The “unit of learning” are tasks NOT samples

Aim for a higher level of abstraction/generalization
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Traditional model tralnlng

classes A E F
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Traditional model training

classes A E F
Da ta se t L ’ “““ * _____ ...... P ...... ...... , ......
" test < test
partition by samples
Train Validation Test
o, @, 0, O, @, @ o @@ o0 O e e O @ 0 0O @ @
o e Yo Yo Ye Ye
O @} o O @ ] @) o @) O @ @ O @6 0 O e o
Parameters update Overfitting and checkpointing Final performance
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Traditional model training
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Traditional model training
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Traditional model training
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Traditional model training
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Traditional model training

Core principles
One task: the model learns from subset of samples from ALl classes
Multiple scans: the model learns by iterating across ALL samples

Meta-Learning violates both of those principles
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Model training via meta learnlng
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Model training via meta learnlng
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Model training via meta-learning

classes A B H
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Model training via meta-learning
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Model training via meta-learning
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Model training via meta-learning
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Model training via meta-learning
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Model training via meta-learning
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Model training via m

eta-learning
C D E F G
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FSL in action (1/2)

1.0 . 8% o o 0@ O
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FSL in action (2/2)

Performance over
popular classes

A

#samples
\ 25 classes
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classes

Performance over
unpopular classes
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0.2 being production ready
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Conclusions

@ Many open challenges surrounding the data divide

Face them together as a community

Few-shot learning, Continuous learning, etc.

@ Opportunities not fully explored offered by Al
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